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ABSTRACT N

B The M7 underwater acoustic commnication system developed by
the Acoustic Communication Studies Project of the University of Miami as
described. This system is designed to reduce the transmitted energy per
received bit and to reduce the vulnerability of the transmitting platform
to detection by hostile receivers. Three techniques are used to accomplish
these objectives: a freely randomizable pseudo-noise tramnsmission format,
true matched filter reception, and coherent integration.

B Five independently written papers follow a brief introduction
in this report. These papers provide an overview of system objectives
and techniques, followed by more detailed explanation of actual recciver
operation. Finally a discussion of the relevance of the Mobile Acoustic

Communication Study (MACS) results available to date is included.
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FORWARD

Bl The University of Mismi Acoustic Communication Studies project
has been terminated without the ses evaluation recommended by both ONR
and NOSC. Consequently, this final report is presented without any at

sea performance data, Earlier experimental results and recent simulation

data suggest the system would provide significant (. 10dB) performance

advantages relative to a comparable incoherent tonal system, but a
side-by-side evaluation of the two systems proposed for the summer of
1979 was denied. The Navy's failure to evaluate the M7 system either
indmndut}y or in comparison with the tonal system has been a
disappointment to the author.

il Five papers have been bound together for this rcpérc. The
first gives a brief overview of the system goals, techniques and

capabilities, The second provides & detailed description of the signal
format and receiver operation. In the third paper, the results of an
cxtma%vc omla:im of receiver operation under realistic operating
conditions is presented. In the fourth paper, the hardware requirements
for implementation of the system are described. Finally, the fifth
paper comments on the coherence time results obtained by the Mobile
Acoustic Communication Studies (MACS) project and their relevance to

large time bandwidth product systems such as M7.
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The M7 Communication System: An Overview [ ]

B The M7 communication system is the seventh experimental under-
water acoustic communication system developed at the Universities of Miami
and Michigan during the interval 1967-1979. It is distinctly different
from the incoherent, tonal signalling systems curremntly in use or proposed.
The two major considerations im its design were the mininumization of trans-
mitted energy per information bit and the reduction of the vulnerability of
the transmitting platform to hostile detection. With appropriate choice of
parameters the system can be configured for either tactical or strategic
applications, the example presented below is on the borderline between
these two appi:ications. The M7 system has been ready for evaluation at
sea since June 1978, an opportunity perform the evaluaticn is still being
sought.

 The fundamental technique of the M7 system is based on classical
signal detection theory for a signal known exactly in added white Gaussian
noise. Under such conditions, the optimum (likelihood) receiver is a filter
matched o the received signal followed by a threshold detector. Since a
practizal acoustic channel does not yield a response known a priori, the
M7 system performs a measurement of the channel impulse response prior to
the information processing. Although the details of the signal processing
and parameter values are different, the operation of the system is analogous
to the "RAKEY HF modern described by Price and Green in 1958.

B In order for the above technique to be applicable, the acoustic
channel must be linear and time-invariant over the channel measurement time.
For fixed site chanmels and center frequencies below 500 Hz, this result has
been established for measurement times of the order of minutes. Experiment
with towed sources conducted off Eleuthera (400 Hz, 1974) Bermuda (313 Hz,

1976) indicated measurement times of the order of a minute would be satis-




factory. As the system center frequency is decreased, these times can be
expected to increase further.

B 7o reduce the detectability of the tramsmitted signal by hostile
receivers, a pseudo-noise transmission format was selected. This makes
detection by narrow band spectral analysis futile, particularly when the
received signal level is low (below O dB), which is the systen's intended
operating condition. For the hostile detector the problem becomes one of
detecting noise-1like signals in the fluctuating ambient noise of the ocean.

I The pseudo-noise transmission format is also an excellent one
for purely communication purposes, as the signal is uniformly distributed
over the available bandwidth, Equivalently, the pseudo-noise format can
be considered to offer a very large degree of frequency diversity.

B Three basic features are incorporated into the M7 system:
freely randomizable choice of pseudo-noise wave form, true matched filter
processing, and coherent integration. Other included features such as the
synchronization/Doppler removal algorithms and the provision for m-ary
biorthogonal signalling are beyond the scope of this paper.

Bl The transmitted waveform in the M7 system is based or a binary
sequence known to both the tramnsmitter and intended receiver. This
sequence must have the statistical properties (pa-ticularly bias and
auto correlation properties) of a random bit stream and could be con-
veniently be provided by an approved cryptologic gemerator and changed
on a code-of-the-day basis. The sequence need not obey any deterministic
mathematical law, such as the linear maximal sequences coumonly employed
in scientific channel measurement programs. Further, thohuadmu of

the transmission is unaffected by the particular message being sent. With




this freely randomizable design, the system satisfies the “cryptologic
postulate” in that an interceptor equipped with the same receiving
equipment as the intended receiver has no detection advantage unless he
knows the prescribed bit stream.

. The second feature of the M7 system is its measurement of
the channel impulse response with each transmission. This measurement
is possible because the transmission includes a known component, called
the probe, which also is used for time and frequency synchromization.
The channel impulse response is extracted from the received signal
through a correlation and filtering algorithm. Then filters for each of
the informaticn-bearing symbols are constructed through the assumed
linearity of the channel and the knowledge of the sywbol alphabet.
Because both probe and information components pass through the channel
at the same time, the exact instant for sampling the symbol filter out-
puts is known and no "soft decoding” algorithm need be applied.

. The sharp contrast in approaches to channel variations between
the M7 system and conventional incoherent tonal systems must be noted.
A typical tonal system represents a compromise in design parameters to
allow operation a2t different ranges and locations. Extensive statistical
studies of channel responses have been made to facilitate this compromise.
The M7 system, through its on-the~spot channel measurement, designs its
receiving filters for exactly the channel at hand.

. Finally, the M7 system uses coherent integration for
synchronization, channel measurement and information processing. This

allows useful operation at signal to noise ratios well below O dB.
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Ml 7To provide a tangible example of the M7 system, consider the
most recent version, M7BX3. The eransmission for this version occuples
a 51.2 Hz (at 4 dB points) bandwidth centered on 204.8 Hz, so that each
burst has a time-bandwidth product of 4096. Sixty information bits are
contained in each burst, yielding a bit rate of .75 bits/sec. Simulation
results based on a measured 350 nm channel and worst case (21.5 kt)

Doppler conditions show the system does not miss any bursts (out of 512)

_ at -10 dB signal to noise ratic. The probability of a symbol error at

this signal to noise ratio is .0078, which is equivalent to & bit pro-

. bability of error of .0016. At an input signal to noise ratio of

-7 dB, the probability of a symbol error falls to .000173, which is
equivalent to a bit probability of error of .000029. Note that these
error probabilities are obtained at the receiver filter output and have
not been enhanced through error correcting codes. When compared with
theoretical values for a competitive incoherent tonal system, these
results indicate a 10 dB advantage for the M7 system.

B The issue of hardware implementation of the M7 system is an
important one because the M7 does place different requirements on the
hardware, specifically in terms of calculational speed and memory size.
Nevertheless satisfactory hardware is currently available based on a
military-qualified version of the PDP-1l computer and an array processoxr
built to be in compliance with military standards. This hardware occupies
3,52 cubic feet (4 ATR modules) including space for interface electronics.
The cost per unit (based on a 4 unit purchase) is $313,000 with delivery
within 6 months. These cost: 4o not include that for the interface

circuitry which is application dependent. With this hardware the M7BX3

o A




version could be operaced with at least a + kt Doppler uncertainty

in a single channel mode or a low-Deppler strategic System could be
operated on eight channels.
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Prefa t of 6 June 1979

Three minor changes were made in the year since the original
report was written.

Fintf a limit, ZSHLIM, on the magnitude of the fine-grain
frequency shift performed by ZSHIFT was mcorporntid. This prevents
the ZSHIFT algorithm from radically modifying the signal frequency
when the signal to noise ratio is too low for a correct fine-grain
frequency measurement.

Second, the search algorithm has been applied after the ZSHIFT
in the in‘tial demodulation. This post-7SHIFT search improves the
frequency synchronization on the initial dmdula;ion and leads to
better initial symbol decisions. &

Third, the nomenclature for the statistical output variables
has been improved. Appendix A gives translation tables between versions.
The new nomenclsture for am output variable XXN tells which stage N the

variable XX was computed:

X Stage

4] Primary Search

1 Secondary Search

2 Initial Muheiau.‘
3 Bootstrap Demodulation

This change does not apply to input variables, i.e., R2CUT$ is
used on nil spplications of the ZSHIFT algorithms, mot to the primary

search.

— ’
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i. Introduction i}

. The objective of this paper is to provide a puide for the

suterpretation of results from the M7 receiver, so that its capabilities

can be understood prior to an cxpeti;cnc at sea. Although no attempt is
made to explain the theoretical and engineering considerations behind the

M7 sve.en, sufficient background to understand the various parameters is
provided. After a quick overview of system operation, a detailed description
of the transmission format is given. This is followed by a description of
the cutnuts corresponding to both synchronization and information processing

stages of the receiver.

2. General System Cperation i}

i} T™e operation of the M7 communication system is based on a
random bit stream known only to the transmitter and receiver. Such a bit
stream, along with identifying labels, is referred to as a KFILE, whc.e
the "K" is for “key stream". Specific KFILES are generated by undersampling
a2 laboratory thermal noise source. Since no communication is possible if
the transmitter end receiver are using different KFILES, great care is taken
to avodd mixcd usage!

B The M7 transmitter gemerates the M7 communication signal, as
well as a number of classical channel measurement signals such as CW,
coherent pulses and periodic pseudo-random sequences. In the M7 mode; the
KFILE and recefver parameters are entered by the operator. Errors in the
KFILE or between the KFILE parameters and those specified by the operator
are autcmatically indicated. The operator also enters the message in either
hexadecimal or radix 40 (A~Z, 0-9, ?/%-) notation and starts the transmission.

Transmigsions can be sent either one at a time or periodically at a specified
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delay. Provision for a continuous carrier (CW) while in this mode is
available, with the carrier to burst energy ratio ndjustabh‘fra- 1t
(during the burst).

] The M7 receiver is a flexible system for detecting and
processing the transmission, the details of which are beyond the scope
of this note. Because a particular version of the M7 system requires the
specification of 27 parameters, a set of parameters and an identifying
label for a particular version of the system are placed in a file, called
the RFILE (R for "receiver") for use when required. Opcndm of the
receiver requires the presence of precomputed vectors on another file.
These vccf.ora are calculated from the parameters and the specific KFILE
in use; the file that contains them is called the VFILE (ﬁ for "vector").
When the receiver is started, the correspondence between the parameters |
of the RFILE and the vrtu is verified. The interrelation of the various
files and the programs that generate them is shown in Figure 1.

] Meny outputs are available during the operation of the receiver.
If the input is from an analog source, an industry-compatible (IBM) tape
can be written, containing all the unprocessed input samples. Approximately
24 hours can be placed on one tape, which can then be reprocessed by
the receiver with different parameters (i.e. a different RFILE). A conventional
teleprinter allows operator control and provides a single line containing the
time and information eon;:aat (in both m.«iocml ud radix 40 notation) for
each burst received. A line printer provides more detailed information in
several forms. First, a single line is typed for each burst, giving 10 different
measurements on that burst, including time. Second, at the end of each page,
{typically 1/2 hour/page) 2 statistical summary (mean a;ud standard deviation)




[~ BGWNY " va=~—] N39 Jsi5n

2

3%
3
;

g |
g
O

- I PRI;... . "SR

IJN4S

Q

<

(3]
ter Pr

(this figure [N

(EL]

re 1: M7B

Fi

I o215 oo

® SAVHOOuHd d3LNdWOD Q. W

$T Sandtg




SRR R

for 50 variables averaged over that page is printed along with the number
of bursts and characters received during that page. Finally, a complete
summary of all the results plus error measurements can be printed either
periodically (typically every 4 hours in the lab) or at the operator's

discretion. An X~Y oscilloscope display provides the magnitude of either

the channel impulse response or channel spectrum at the operator's choice.

3. Transmission Format

i} The M7 transminsion is formed by phase modulating a sinusoidal
carrier at a frequency fy. This modulation is performed on small pieces
of the carrier referred to as digits. Each digit consists of an integer
number of cycles, Nq, of the carrier and has a time duration , Tp = “Q/f’i"

The bandwidth of a single digit has a sin x/x spectrum centered on the carrier
frequency and with a first spectral zero at f.z.lllQ on either sid.. Equiva-
lently, the 4dB bandwidth of the digit spectrum, W,, is £1/Ny. Because of
the random structure of the modulation of successive digits, the power
spectrum of the overall transmission is (in expectation) that of an individual
digic.

Il A complete transmission is constructed by phase aodulating N,
consecutive digits according to two bit streams {a,} and “’1} which are based
on both the KFILE in use and the particular message being sent. The derivation
of these streams will bo'oxplaimd in subsequent parsgraphs. The total duration,
Tys of the burst is

'l“ - l.. 'l‘p (1)

= H‘. nﬁlff {2)

TR —— i




- 5
Taking the 4 dB digit bandwidth, QD’ as the system bandwidth yields the

following result for the transmission TW product:

Ty, = RD'“Q”': meQ &)
= Hl )

Thus, the transmission TW product equals the number of digits in the burst,
Ny In current versions of the system, Ny is constrgined to be & power of 2.
' @ N, -ary biorthogonal signalling is used ta impose the ;nfomtion
on each burst. Although the name sounds esoteric, the technique is not
difficult to understand. The parameter N, is the number of different symbols
which can be transmitted in a given symbol position. For example, in dialing
a telephone N, = 10 as only the integers 0...9 can be ‘used. In order to
facilitate the cmnfon between bit patterns and symbols, K‘ is required to
be a power of 2 in tim“r:umnt system. This means N, bits are contliuci in

each symbol, where
Ny = log¥, ()

will alwayc be an integer. The symbols are biorthogoysl in signal space in
that for any two different sywbols, either the symbols are orthogonal to each
other or the symbols are the negative of each other. The reason for this choice
is beyond the scope of ‘the present paper.

@ Each burst of li' digits is divided into ’G symbol positions,
that is, there are “G symbols per burst. To maintain homogeneity among the
symbols in error performance, the number of digits in each of the ‘G symbol
positions should be nearly constant. Because !G may not divide !' perfectly,

the number of digits yer sywbol position can’t slways be made equal for a given

e T .




,,,,,,,,,

S e

choice of “B and KG. In the current system, the NB digits are divided into
Nﬁwl symbol positions of Ns digits each, plus one slightly longer final

symbol of N digits. Because of the structure of the current system,

S(LAST)
NS must also be a multiple of 16. The equations for Ny and gS(LAST) are then
[
Ns = INT STH 16 {6) L
.
Ns(uast) = Np = (Ng-1)°Kg L i

where INT[x] is the "integer part of x" function, f.e. INT [8/3] = 2.
If Isc happens to be a power of 2, then Hs = Ng (LasT) and the symbol positions
have the same number of digits. In practical cases considered to date, Xs

and N differ only slightly (i.e. 5%).

S(LAST)
i As indicated above, the phase modulation of the Ny digits is
based on two bit streams {a(i)} and {b(i)}. Both streams are de ived from
the random bit stream, {k(i)} contained in the KFILE. The random bit stream
{k(1)} must contain nz-(l & (KIL/Z)) bits. The stream {a(i)} is called the

probe bit stream and is simply the first Ny bits from {k{1)}:

a(i) = k(i) i= o...l(s-l (8)

where each k(i) is either zero or one.

i The second bit stream, {b(1)}, is called the information stream
and is derived from the information being transmitted as well as the bit
stream {k(1)}. Let {I(k)} be the information bits to be transmitted where
1(k) is either zero or one. The sequence {I(k)} has Ng-N, bit values as
there are N, symbol positions capable of conveying N bits each. Prom {1(k)}

two !{c long sequences can be derived which are useful in subsequent work:

- #



il ’
N, -2

L (xL-nz)-:
SYM(Z) = T 2 I(N-t+71),

r=20
L= 0...?\'(;“1 (9)

SYMSGN(R) = I (BL'& +* NL-'I),
= O.uBG-l (10)

SYM(2) is simply the usual integer representation of the first KL-l bits
of the f~th symbol pos'ition. For example, if !(L =4, lic = 2 and {I(k)} =
1,0,1,1,0,0,1,0, then {SYM(2)} = 5, 1. SYMSGN(L) is the RLth bit in the
¢~th symbol position. In the preceeding examwple, {SYMSGN(%)} = 1,0,

. The information stream {b(i)} may be derived bLased on SYM(%)

and SYMSGN(L). Define £ as follows:

i) = it 0 <OigE)-1 ()

= t{G : otherwise - 2
Thus, £(1) is the index of the symbol position to which the i-th digit belcags.
The condition in Equations 11 and 12 is necessary because l!s(mngus, which
could yield 2(1)>N,~1 if it were not imposed. The information sequence {b(i)}
can then be written: .

b{i) = smscx(i(s))@k 8y + Ng [{x‘/z) 1) + svxci(i)a +1)
- 1= 0,01 (13)
where@indicatu modulo 2 add;ltion.
I Equation 13 can best be understood in conjunction with Figure 2.

The first Ny bits of {k(4)} are used tc form the probe atream marked 'PROBE'
in the figure. The next RA/Z“S bits form N, /2 symbol waveforms for the first
symbol position, where each symbol uses Ng bits. These symbols are represented by

the rectangles marked ¢ throuih 7 in the left column of the table. For ;,(i) =0,

e
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the first symbol position, Equation 13 becomes:

b(1) = SYMSGN(0) @k (N, + Ng*SYM(0) + 1) (14)

S
i= 0...NS-1
That is, b{i) is taken from the symbol specified by SYM(0); then Inverted
or not inverted according to SYMSGN(G;. In the example, SYM(O) = 3,
SYMSGN(0) = 1, thus the first ﬂs bits are the complement of those in the
rectangle marked 3. This is indicated by -3 placed in the first symbol
position. Other symbol positions are filled by moving KS‘xA.Iz.;’(ﬂ bits
along the {k(i)} stream and performing the same process.
il Note that because of the random structure of {k(i)} there is
no relation between the ptoben and any of the rectungles marked 0,..95 nor
between rhe rectangles. This is a2 key point in the denial of signal
processing gain to an interceptor who does not have {k(i)} available.
i Given the probe and information bit streams {a(1)} and {b(1)}
of length NB' the transmission can be easily constructed. First, however,
these bit streams must be converted to Sipolu‘ form, that is have values
of either plus one or minus one. Let
a(i) = 2a(4)-1 L= 00Nl (15)
B(i) = 2b(1)-1 1=0..Mp1 (16)

Further, define p(t) to be a rectangular baseband pulse of duration equal
to the digit duration, TD‘ That is

p(t) =1 OsteT (an

= 0 otherwise (18) N




o 0

Then the M7 transmitter output, m{(t), is given by
NB—I
m{t) = ¢ plt=i ‘i‘D) {a(i) cos Zﬂth - b{1) sin 21:5th (19)
i=0

Since ;(i) and 8(1) are bipolar, the i~th transmitted digit consists of
a cosine component, whose sign is set by the probe stream, ;(i}, plus a
sine component, whose sign is set by the information stream, ‘;(1).

Figure 3 depicts these components, with the resultant vectors labelled
(;(i). {:(i))‘ Note that because of the symmetry of t;he modulation and
the randomness underlying {;(1)}, {5(1)}. the sverage of the transmission
over the burst will be zero. This means that the spectrum of the burst

will have no discernible carrier.

(=1, #1) {(#1, +1)
o ==l
cosine phase
a, =4
p §
(’1‘ ) “1-) {*‘, ‘1)

Figure 3: Digit modulation alternatives. [}

(This figure SN
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Il Although the abeence of 8 carrier lipe jun the transmission
spectrun is essentisl for a ;rwttcd!oyuu. it prevents the concurrent
processing of the signal by traditional (CW) methods, Since evaluation
of the system must be done in cooperation with other (CW) studies, the
existing transmitter has been &nigu& to inject & specified amount of
carrier if necessary. This allows the transmission to be processed both
the M7 system and traditional CW methods without apprecisbly reducing

either's performance. With this modification, Equation 1% Decomes:

I §
‘ L

m(t) = T p(t-iTp) {a(1) cos 2nfyt - b(1) sin z,,f,r:} + Koy con 2nfyt
1=0 {20)

where KCI i{s the carrier injection coefficient. If (CI = 2, then equal
amounts of signal emergy are contained in the burst and in the carrier

while the burst is on,
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4. Receiver Operation and Results [l
4.1 General Operation [

I  An overview of the M7 receiver operation is presented in this
section to on.;hlc the reader to understand the many results produced on-line
and in real time by the receiver. Operation of the receiver can be considered
in terms of two independent processes: synchronization and demodulation.
Synchronization is the process by which the presence or absence of an M7
signal is determined; 1f the signal is preseat pteli-inar} estimate of

its time and frequency location is provided. If a signal is present, the
demodulation process is initiated, which removes any residual Doppler from
the signal and makes the necessary symbol decisions.

[ During operation, the receiver prints results on both the tele-
printer and line printer; producing line nmlric_c, page summaries and
block summaries, as well as a printout of the message. The block summary
is s single 8-1/2 x 11 sheet summarizing all results over a selected period
of time, typically several hours. Although the block summary has the most
densely packed results, it is the best one on which to learn to interpret
the syuci outputs. Consequently, the discussion of line sumnaries, page
summaries and message printouts will be deferred until later.

B Figure 4 depicts a typical block summary, along with hand anmnotation
of relevant outputs. ' The top-most encircled line identifies f:hc receiver
date and the time interval over which the data is summarized. The quantities
in parentheses give the duration of the interval in HOUR:MIN format. When
using the receiver, the computer program date should be verified to be that
of the latest revision. The times are indicated in the format DAY :HOUR:MIN,

where DAY is the day of the year.




- The second block from the top identifies the particular version
of the receiver in use, as specified by the contents of the RFILE. All of
the parameters associated with the version are printed, The parameters

NA, NB, NG, NL, NQ, NS and NSL = wvere defined in the preceeding

%5 (Las)
section, the remaining parameters will be defined later.
-' The third block from the top defines the VFILE in use. Because
of an interlock, the parameters of this VFILE necessarily correspond to
. those of the RFILE., The first 4 lines in this block are the VFILE identifi-
cation, which is identical to the KFILE identification. The quantity NK
is the decimation factor used in generating the sequence {k(i)} in the KFILE,
the quantities NIV, NOV are parameters dealing with the construction of the
VFILE and will be described later.
] Te fourth block from the top describes the data being applied
to the receiver. If the input is analog, the data header is entered by
the operator, if the input is from tape, the data header is taken from the
tape. The data header containg the starting time of the data and the receiver
center frequency, fx and “Q' While the value of NQ placed in the dats header .
by the operator must agree with that of the RFILE, the center frequency can
be adiusted to meet particular operating conditions. Also included in the
data header i{s the frequency of the sampling clock, vhich is always equal to
“f?.‘
. Finally, in the lower right hand cornmer is a block labeled NDBV( X )
with two numbers below it. This represents the average input level in dB
relative to one volt, as measured at periodic intervals., The quantity X is

the number of such measurements taken, the first number below it is the mean

value, the second below it is the standard deviation. The measurement NDBV

e
R
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is taken independently of whether signal or noise is present and hence
may contain portions of both signal and noise. The primary purpose of
computing NDBV is to assure that the input of the A/D comverter is not

overloaded, which occurs roughly at NDBV = + 3 dBV,

. The objective of the synchronfzation procedure is to determine
the presence of absence of the M7 signal; if it is present, a preliminary
estimate of its time and frequency location must be produced. Each input
complex sample x{i) is assigned an index number and rotated through a disk
buffer file called the BFILE (B for 'buffer'). The primary synchronization
search is performed on successive K.‘-long vectors ie(i) separated by !E

complex samples.
X0 = [x(18p)ee0 x{deNg + Ny -1] (21)

If Np <Ny, as is usually the case, the vectors io(i) overlap. When the
primary search indicates a signal may be present in io(i), a secondary
search is initiated to better resolve the time and frequency location of
the signal. If the results of the secondary search confirm that a signal i
is present, the demodulation procedure described in the next section is
initiated; if the secondary search fails, the receiver continues with a
primary search of iO(i +1). Figure 5 is helpful in visualizing the
synchronization process.
. 1f the receiver enters the information processing procedure, the

data is displaced by an additional amount NEl to make up for the additional ~
time spent in information precessing.

Io(i +1) = [x(LeNp + Np + Mo, )ooux(dolg + No # Ny, + N, - 11

(Post Demodulation) (22)

T
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This gives rise to a period of receiver blanking of duration NE + l!m after
every entry (false alarms too!) into the information procedure. Consequently,
messages that are sent too close together or which follow a false alarm may

be missed. Current values of HE and EEI are sufficient to assure that signals
sent at a 50% or less duty factor will not be missed because of receiver blanking

unless a false alarm occurs.

4.2 Synchronization =T

B 511 the details of the primary search will not be presented here,
however, meaning of the parameters related to it will be given, The objective
of the primary search is to determine whether signal is present within the
vector of input samples, xo(i), pPresented to it. Because the signal may
start or end at any point in the vector and may be located st a substantial
Doppler offset from the receiver center frequency, fR’ the primary synchroniza-
tion task is formidable. The search is performed over several Doppler offsets
and effectively all possible time offsets, to obtain the primary search
output, L¢, and the estimated time and frequency locations of the signal
78¢ and FS¢.

- The structure of the frequency search is worth noting. For con-
venience, frequency offsets are considered in terme of line spacings of the
Fourier transform of the N! output points rather than in Hertz. This makes
interpretation of the frequency offsets independent of frequency and system
Q, Rq. The spacing between spectral lines in Hertz is the reciprocal of
the Na-long block duration.

£
DFLINE = 'n"%" (23)
s
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A frequency shift of mrnz Hertz is then equal to the following offset
in terms of spectral lines: |

DF,
L 26)

DF = SFLINE

Unless explicitly labelled ;n being in Hertz, the output results of
the receiver are in terms of spectral line spacings as indicated by
Equation 22 above. Because of the structure of subroutines internal
to the receiver, the sign of all frequency offsets is inverted from
the usual notion. That is, a signal received at DF = +10 actually
is below the receiver frequency fR’ not above it.

- For small amounts of Doppler, Doppler on a wideband signal
can be considered as a frequency shift, The Doppler search can then
be conducted by simply offsetting the transform of the input by an
integer number of spectral lines, k. In order to increase the detecta~
bility of the signal, however, a finer grain search may be called for.
The search algorithm in the receiver provides for this by permitting “TQ
searches within a given line width. Thus, the resolution in Hertz of the

search process 1is

DF, - ._.._-.fL.._
RESOLUTION (Hz) IQ'II'I!‘ (25)

Let the total width of the search be N, spectral lines (#NW/2 lines) or

£
R
Prace (i) = FWy * N o

Thus for small amounts of Doppler, Hw specifies the Doppler range being
searched, whereas ll,l. ¢ indicates the spacing of the search.

B For non-trivial amounts of Doppler {"+ 8 spectral lines), the

time dilation effects of Doppler must be taken into account or
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dramatically reduced performance results. This is handled in the M7
receiver by generating ND-cme. dilated waveforms separated by xw spectral A
lines. A search of + 'ﬁ/z spectral lines is performed about each
waveform, so that the Doppler offset between the input and the correlator
waveform {s at most !“A spectral lines. The frequency interval of
width Ny centered on a time dilated correlator waveform is called a
time dilation bin. This yields a ;otal search range of KH spectral
lines where

Ny = %% @n
The total search range in Hertz is:

£

R
DF paNcE(Hz) ™ oy * Ny (28)

For convenience, Kg is constrained to be odd by the current version
of the receiver. This assures that one of the correlator waveforms
is un-dilated (i.e., at zero Doppler). Figure 6 is helpful in
visualizing the parameters Hw. u.w and NH

B At each Doppler offset, the receiver calculates the cross-
correlation of the input vector £(¢) with the transmitted probe wave-
form. Since the spectrum of the probe waveform is nearly white because
of the randomness of the {‘i} stream, the cross correlator output
approximates the impulse response of the channel. The correlator
output is squared to provide an energy measurement, and then summed

i
over N.. samples starting at each possible time offset, i, 0‘_:1«:!’.

H$
Let y(i,k) be the {complex) correlator output, Ogi«tﬁl at the kth
Doppler offset. Then the summer output z(j,k) for a time offset i

and Doppler offset k is simply:

R e
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2, V=1 |y, |2 (29)
i=}

where the index is calculated modulo NB. Because of the excellent ambiguity

function (in expectation) of the transmitted probe waveform, z(j, k) can be
expected to reach a maximum when k* is the Doppler offset closest to the
received signal. Likewise z{j, k%) can be expected to reach a maximum when

the index i* specifies the start of the most energetic segment of the

channel impulse response, The output of the primary synchronization procedure

!.0, is then
£, = liﬁmux { max z(3, k) }
I e (30)
N, ~1
1 B
My ¢ P x @ |?
i=0

Bere the factor 1/8‘“ and the denominator serve to normaiize the output
against changes in input level. If the channel is ideal and‘m noise is
present, !.0 takes on the value Hsfﬂm. Let j*, k* represent the time :n.nd
Doppler indices for which the maximum is attained.

i The final step of the primary synchronization is to compare !.9
with a prescribed threshold, FTHRS$., If .to is below the threshold, a
“gignal not present” decision is made and the search is initiated over a
later data vector. The synchronization output, zo. is saved as the result

LN, If £Q exceeds the threshold, FTHRS¢, the secondary search is
initiated. Furthermore, the following results are saved: L¢ = 10.
TS¢ = j*, and FS$ = k*, The indices of the maximum, j*, k* are passed

to the secondary search.

S T SR



BB At first glance, a secondary search does not seem necessary as
an estimate of the time and frequency location (j*, k*) are available at
the conclusion of the primary search. In fact, a secondary search is
necessary for two reasons, First, the primary synchronization output, 10,
could have been obtained as a result of a signal starting at either i.o + }%
or at ie + j* = N, where iﬁ is the index of the fiut complex sample of
the vector iotk) processed in the primary synchronization. This ambiguity
of RB complex points must certainly be resolved. Second, better overall
performance can be achieved if the search is repeated with the input vector
more closely aligned with the imput signal and with a finer resolution in
the frequency search.

B The secondary synchronization search involves the same calculation
performed in the primary search, but acts on different vectors and with a

different Doppler search range. Two input vectors are searched, one beginning

% %" %), &
ahead of X, u, Xl(i) and one behind 0(1}, X, .

X;m =[x (1Ng + 3* -x‘),..., x (1-1:E + 3% =1y 1 (31)
" B = [x (Ll + 49,000, xUeNg + 2+ 8 -1 ) (32)

In order to save computation time, the search is limited to a range of #DF1
spectral lines centered on the estimated Doppler offset k*. To provide better
frequency resolution, the number of interline searches is taken as Nn instead

of hl.r as in the primary search. This yields two secondary synchronizat ion

L]
outputs z;, corresponding to the older data and 1';, corresponding to the more
recent data. With each of these cutputs are estimates of the time and

. frequency locations of the signal, ;;, 3“{, q. i;.

I The secondary synchronization outputs l.;, 1.1' are compared against
the secondary threshold, FTHRS1. If both outputs are below FTHRS1, then the

statistic LIN is updated by each value. If one of the values exceeds FTHRS1,
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%
say £, then information procedure i{s initiated, and a "signal present" indi-
+ +

-

cation is made, The following statistics are set: 1Ll =¢,, TS1 = 3;,
FS1 = k;ﬁ. The instance where both outputs exceed the threshold is
extremely unlikely. The current program processes the earliest segment
and then skips over the second.
 To facilitate evaluation of the synchronization performance,
bursts are usually transwitted at a speciffed duty cycle so that the number
of complex samples between successive bursts is known, The receiver calculates
the difference in complex samples between detection and designates it as
the result DT For bursts sent at a 50% ducy cycle and zero Doppler
the difference PT should be simply 2Ng. If DT is found to be &X!, a burst’
has been missed and synchronization performance can be scored appropristely.
Bl Figure 7 depicts the same block summary sheet as in Figure 4,
but with parameters and results pertaining to synchronization annotated. In the
RFILE header, the parameters related to synchronization are underlined. The
first encircled line gives the number of bursts detected, that is the number

of times, N information procedure was initiated. Also given are

pursT® the
the total number of symbols mG.RWRSI‘) and bits (NG'RL’KBURST) contained

in these bursts, The variables luballad* 1$, L1 are the primary and secondary
syachronization outputs given that the thresholds wexe exceeded, The numbers
directly below the labels are the means, the numbers below the means are the

standard deviations. The time and frequency estimates for the primary and

secondary searches (TS¢, TSL, FS¢, FS1) are also given. Finally,

LON(NN) and LIN(NN) give the primary and secondary synchronization outputs
given that the thresholds were not exceeded. The numbers in parentheses

indicate the number of points on which the means and standard deviatioms

N b"eé | —
4
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4.3 Demodulation i

. At the conclusion of the synchronization process, the demcdulation
process is initiated if a ''signal present’ decision was made. Estimates of
the signal's time and Doppler location are available when demodulation be-
gins. The demodulation process consists of 2 steps: an initisl demodulation
to determine the symbols transmitted followed by a bootstrap demodulation
based on 2 higher quality channel measurement. Figure 8 provides a flow
chart for the overall demodulation process. Note that each demodulation
step consists of 5 operations: frequency nhifiing, a search, further
frequency shifting, channel impulse response measurement and symbol de-
cision making.

4.3.1 Initial demodulation |}

‘li The first step in either the initial or final demodulation is to
shift the signal to zero frequency via the ZSHIFT algorithm. This
algorithm is applied to the data six times throughout the demodulation
process. The ZSHIFT aigorithm takes the time dilation effects of
Doppler into account. This is donme by interpolating the data at a rate
corresponding to the Doppler offset found during synchronization., In
the current program, a sinx/x interpolation function is used with Novth
order interpolation. Because the calculation of the requisite sinx/x
function is time consuming for the "R:- o Points required for the inter-
polation, the sinx/x function is calculated from tabular values. In the

current program, the table values have KI points between zeros. Since
the function is symmetric, only xé-uz /2 points of sinx/x need be com-

puted, a considerable savings in time. The use of tabular values for

sinx/x results in a trivial increase in interpolation error.

»
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] 3efore continuing the description of the shift to zero Doppler,
note that the variables NIV, NOV in the VFILE header have the same roles
as NI’ Ro in the construction of the VFILE, They are used to construct

the ND time-dilated rapresentations of the probe component, as required

by the synchronization procedure. Although Npys Ny and N,

in current versions, no interlock is enforced. Thus the quality of inter-

ﬁo are equal

polation for the synchronization vectors can be different from that in
the demodulation process.

l.' The shift to zero Doppler is not complete after the above
mentioned interpolation, as some slight residual phase shift across the
input vector might remain, Since the sign of filter outputs is important
in determining the symbol values, such a phase shift must be minimized.
This is accomplished by partitioning the signal into two halves and
construction the channel impulse response from each half. To improve
the quality of these responses, they are filtered in the time domain
by a procedure described under the channel measurement operation below. ]
Two parameters involved in this filtering are Kﬁl’ the width of the time
window and R2CUT®, the threshold on magnituded squared. The complex
correlation between the two halves is then calculated and the angle of
the correlation vields the final frequency shift required to achieve
zero Doppler. To preclude excessive final frequemcy shifts at low S/N,
the magnitude of the final frequency shift is constrained to be less

than the parameter ZSHLIM. .

_l

.
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B The results of the shift to zero Doppler is expressed in the
measurement of the frequency of the incoming transmission, designated
F2. At the conclusion of the shift, the complex correlation coefficient
is recomputed, to give an indication of any residual Doppler. This
yields two additional measvrements: R2 which is the magnitude of the
normalized correlation coefficient and A2 which is the angle, in
revolutions {360° = 1), of the coefficient.

- Each application of the ZSHIFT algorithm yields three variables:
the frequency measured FN, the magnitude of the correlation coefficient,
RN, and the angle of the correlation coefficient AN.

B The second step in either demodulation process is to re-apply the
SEARCH algorithm to the signal which is presumably at zero frequency.
This seemingly needless function isin fact important because the
frequency estimate from the earlier search 1s subject to distortiom
due to time dilation offcc_u. The ZSHIFT routine brings the signal
close enmough to zero frequency that the frequency estimate from this
search, designated the post-ZSEIFT search, is of high quality. The

results of the post-ZSHIFT search are givea in the statistical outputs

L2, TS2 and FS2, which are the output level, time estimate and frequency
estimate, respectively.

Bl Vhen & burst of Ny complex samples is transmitted through the
ocean, multipath increases the duration of the received signal beyond

Ns samples. The time location found by the synchronization process

Ey—

effectively locates the start of the most energetic Rs-l.ong interval

containing the signal. In so doing, a portion of either the first symbol

”
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or last symbol may fall outside the interval specified by the synchronization
process, which will lead to errors on these symbols. To counter this pro=

blem, the receiver processes the signal in two passes: In the firat pass,

designated the A pass, it acts on a signal ratarded by nl-ll complex points

to determine the first KG /2 symbols. This retarded signal certainly con~-

tains all of the first symbol emergy, but may miss much of the last symbol.

In the second pass, designated the B pass, it acts on a signal advanced by

Nm complex points to determine the last NG /2 symbols. This advanced
signal certainly contains all of the last symbol energy but may miss much
of the first symbol. Becsuse Kﬁl is small relative to NB’ the offsetting
process does not significantly effect the subsequent processing of the
probe component,

B Firsc, che input to the pass is shifted to zero Doppler vies
the ZSHIFT algorithm, This yields the statistical outputs FZA, F2B,
R2A, R2B and A2A, AZB. Because the frequency estimate provided to the
ZSHIFT algorithm has been improved by the post-ZSHIFT search, the
frequency estimates F2A, F2B are generally better than the earlier
estimate F2,

B The next operation if to measure the channel impulse response
for construction of the symbol matched filters. This is accomplished
by crosscorrelating the transmitted probe waveform with the input signal
(now at zero Doppler). Two filtering operations in the time domain are

applied to the measured response to improve the quality of the estimate.

A Y
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First, the most energetic contiguous segment of Nm points is located
and all points outside that segment are zeroed. Second, the maximum
value of magnitude squared for points within the segment is computed
and points within the segment below R2CUTL times the maximum in magni-

tude_ squared are zeroed. This leaves a response with only significact

points non zero.

Bl Sseveral important statistics are computed while deriving

the channel impulse response estimate. Prior to the filtering operations,
the ratio of the energy in the selected umvlong interval to that in an
interval N!/Z points away is computed. This forms the basis for the
calculation of the estimates of imput signal to noise ratio, SNR2A, SNR2B,
in dB. Because of the equation employed, these estimates are 3 dB below
the actual S/8. Further, the equation employed is appiicnbh only for
5/N's below -3 dB. The starting index of the N, long interval is saved
statistically as TP2A and TP2B. Also the number of non-zero points in
the channel impulse response is saved as NZ2A and NZ2B. The latter
quantities provide a good measure of the severity of multipath,

B The third operation in the initial demodulation is to make the

decisions on the received symbols. This is done by applying matched filters

corresponding to each possible symbol. The channel impulse response measure- u
ment is used to construct each filter, so that the fi{lters are matched to
the received symbol waveform. Because of the way the filters are constructed
the correct sampling instant for each filter decision is known. Consequently,
there are KG.KA/Z signed real numbers corresponding to the outputs of the '
symbol filters. Symbol decisions are made by choosing the filter output
having thf largest magnitude (out of BA/Z filter outputs) for each of the KG

symbol positions. The sign of the filter output along with the identity of




" ’

that filter sets the symbol value.

. For non-binary signalling (N*'»Z), an interesting statistic based
on the symbol filter ocutputs is computed. Suppose !iA = 16, then there are
8 filter outputs, 1 which is the maximum which corresponds to the correct
symbol and 7 that correspond to the other, presumably incorrect symbols.
The ratio in dB of the maximum filter output to the average non-maximum
symbol output is calculated for each of NG symbol positions. This result
is then a\feraged over &G symbol pasitioqs and saved as the statistics INF2A,
INF2B, providing a good measure of the quality of the symbol decisions.
When HA-Z {binary signalling) this statistic cannot be computed as there
is only one filter output, and INF2A, INFZB are set to zero.

. When an RFILE is generated a correct message is specified to be
used in evaluating the system error performance. After each demodulation
the symbol decisions are scored against t;his message. A count of errors
by symbol position is maintained to aid in locating anouuc; in the pro~
cessing. A total error count is also maintained and an overall probability
of a character error PE(CHAR) is computed. The correct message contained
in the RFILE effects only the receiver scoring, arbitrary messages are
processed and printed without prejudice.

. Figure 9 depicts a block summary with the variables in the RFILE
header pertazining to initial demodulation underlined and with results from

the initial demodulation circled. 'The meaning of the parameters Ny N

Ng, ZSHLIM, R2CUTS and R2CUTL has been given above. The circled results
have also been explained above. Note, honvqr, the adjacent results of

similar annotation appear on the summary. They arise from the bootstrap

e
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demodulation described later. Thus, only the first of the error results
and those statistical results with a 2 in their label arise from the

initial demodulations.

4,3.2 Bootstrap Demodulation i}

- The error performance of the M7 system depends on the quality
of the channel Impulse response measurement. A better response measurement
will yield better error performance., Only one half of the transmitted
energy (the probe) is known exactly to the receiver and can be used in the
response measurement during the initial demodulation, After the initisl
demodulation, however, the symbol decisions obtained in initial demodulstion
can be used to form an estimate of the total transmitted signal. If the
symbol decisions are correct, this would increase by 3 dB the known part
of the received signal, and a better response measurement would result.
Bootstrapping is the process by which the decisions made in the initial
demodulation are used to improve the gquality of the information de~
modulation,

. In order for bootstrapping to be successful, the preliminary
symbol decisions should be very nearly correct. Since the receiver is
designed to operate with an initial probability of symbol error of .001,
few symbol errors are expected in any single burst. Although no
theoretical work on bootstrapping has yet been performed, empirical
results indicate that it reduces the symbol error rate under normal
operating conditions. Consequently, it has been included in the receiver.
The difference in error performance and other parameters between initial
and bootstrap operations indicates the sensitivity of these parameters

to a 3 dB improvement in probe energy.




.i ] The bootstrap process reconstructs the transmitted waveform
based on the symbol decisions from the initial demodulation. This re-
constructed waveform is then used in aubquuent applications of the zero
shifting (ZSHIFT), search (SEARCH) and progi reconstruction {PROBE)
algorithms. The order of ;pplic.tion of tﬂete algorithms is exactly
the same as for the initial demodulation. The resulting outputs are
completely analogous to those of the ;nitial demodulation, except they
contain a 3 in their designation instead of a 2, The only exception
occurs in SNR3A, SNR3B which measure the input S/N without the 3 dB
offset of SNRZA, SNR2B.

il 7o allow additional flexibility in the bootstrap process,
different parameters for the search width DF2 (in place of DF1l) and
for the probe threshold R2CUT2 (in place of R2CUT1) may be specified.
Current versions of the program do not make use of their capability
and set the values the same for the initial and bootstrap processes.

|I| Figure 10 depicts the block summary with the RFILE parameters
dealing with bootstrapping underlined and with the bootstrap results
circled. 83 is simply the energy in the input waveform prior to the
bootstrap demodulation. The statistics L3, TS3, FS$3, ;rico from the
bootstrap search, ihe statistics F3, R3, A3 arise from the bootstrap
zero shifting process, etc., At the bottom of the page, the frequency
offset F3 is converted into both knots and Hertz for convenience. The
quantities in parentheses are the standard deviations of the offsets in
knots and Hertz, Note that the character error count, character error
probability and character errors by locstion are given in theright most

or lower position for the bootstrapping demodulation.

Wi
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Bl The bootstrap demodulation does have one option not previously
described as part of the initial demodulation. In the initial modulation,
+ the received signal is cross-correlated with the transmitted probe waveform.

In the spectral domain, this correspornds to the multiplication of the

conjugate of the probe spectrum, ka) times the received signal spectrum
X{w). Let X(w) be defined as

X(w) = Alw)C{w) + N{w) (33

where C(w) is the channel spectrum N{(w) is the noise spectrum. Thus,

the correlator output Y(w) is
200) = |aGw)|Zcw) + A*(wIN(W) (34)

of which the first term is the signal contribution. For the random probe
sequences considered ]A(w){z is a constant in expectation, but in any
particular instance has some ripple. Consequently Y{w) does not equal
C(w) even in the absence of the noise term.

BB As 2 low cost feature, the current receiver includes the option
of using the inverse filter 1/A(w) rather than the conjugate filter A*(w)
in deriving the channel impulse measurement. This feature is in effect
only if INVFLG in the RFILE header is 1, and then only for the bootstrap

demodulation. With inverse filtering Y{(w) becomes

Tw) = I!(TJ [AG)C(w) + KGo)]
{35)
= C{w) + ncw)/A(v)

so that Y{w) is exactly the channel impulse response in the absence of

noise. This feature has been used very little and is not considered

likely to improve system error performance.
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